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Abstract 

Testing Unmanned Aerial Vehicles (UAVs) while ensuring 

safety and still maintaining efficiency seems to be an 

important issue for researchers due to the unstable nature of 

the flying platforms. Computer simulations are a popular 

choice, but they are unable to provide accurate real-time 

hardware data. Thus, researchers have to rely on the software 

equivalents of approximate hardware models. 

This paper introduces the concept of real rotary-winged UAV 

hardware testbed integration with a Virtual Environment 

(VE), where navigation within the virtually created 

environment is possible. During navigation, Inertial 

Measurement Unit (IMU) data is sent wirelessly to the VE in 

real-time. The orientation data from the IMU is processed by 

a microcontroller to calculate the Pitch, Roll and Yaw angles. 

The data is transmitted wirelessly using a pair of RF modules 

to the virtual environment created using the Unity engine, 

running on a computer. The data can then be used to navigate 

a virtual UAV inside the virtual environment. 

The testbed will help researchers to emulate flying in different 

geographical scenarios and test algorithms to their limits 

without the risk of damaging UAV.  

1 Introduction 

Evaluation of monitoring and control algorithms onto 

Unmanned Ground and Ariel Vehicles (UGVs and UAVs) 

can be costly, particularly when random host environments 

are considered.  Although pure computer simulations are 

popular alternatives, they naturally rely on approximating 

hardware models that may compromise accuracy. Here, we 

propose Hardware-Virtual-Environment Coupling (HVEC) as 

a better alternative, as it does not compromise accuracy, yet 

allows for efficient evaluation of monitoring and control 

algorithms in randomly dynamic varying environments. The 

authors in [1, 2, 3] have implemented this approach and have 

developed virtual environments to navigate ground robots as 

well as UAVs inside the virtually created maps. 

This approach of using virtual environments for hardware 

testing has been used in studies related to autonomous and 

remote controlled helicopter and multi-copter tracking. The 

studies range from obtaining real-time orientation and 

position data from the Unmanned Aerial Vehicles (UAVs) to 

building more accurate UAV models in order to create 

learning tools and virtual environments for UAV platform 

testing and flight training. 

In this paper, real-time 3D object orientation sensing was 

integrated to a virtually created environment, which was 

custom built using the Unity game engine [4]. The VE can be 

exported to multiple platforms, including Windows, Mac OS 

X, and Linux.  

2 TestBed Hardware Architecture 

Robot tracking and control algorithms evaluation can be 

taxing, complex and costly when using conventional methods.  

Furthermore, it can be potentially dangerous when very big 

robots and UAVs are considered. To minimize these risks, 

different methods were used to provide controlled 

environments to test for algorithms functionality and robot 

deployments in random environments. Examples of such new 

methods are those that considered UGVs [1, 2, 3], where 

mobile robots and there motion were coupled with VEs. As 

for UAVs, testbeds were used to provide controlled test 

environment to observe physical behaviour [5, 6, 7]. The 

testbeds allowed for manoeuvres in restricted space, which 

enabled researchers the ability to observer the movement of 

the actual hardware instead of approximate equivalents.  

 

 

Figure 1. Proposed hardware-VE design 

The study here expands on the previously mentioned UGVs 

navigation in a 2D-VE, by considering UAV navigation in 

3D-VE, and proposes a new testbed platform that is wirelessly 

connected to the 3D-VE, as proposed in Figure 1. The UAV 

is mounted on top of the testbed, which allows for limited (yet 

unrestricted) 3D physical motion that is mapped in real-time 

onto a VE. The VE is a user created 3D environment depicting 

real environments or structures, in which the real-time 
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hardware manoeuvres are mapped. Thus the end result is a 

HVEC where the UAV show realistic movement as it 

navigates through various types of created topographies.  

This paper primarily focuses on the hardware side of the 

testbed development, including the various associated 

sensors, the calculated motion and orientation and the way 

they are wirelessly transmitted and mapped onto the VE. 

The hardware used (shown in Figure 2) includes an Arduino 

board (on the right), which is solely used to power the other 

following circuits: 

 Inertial Measurement Unit (IMU): This is a Razor 9DOF 

IMU, which consists of a tri-axis digital Accelerometer, a 

tri-axis digital Gyroscope and a tri-axis digital 

Magnetometer [8]. It is used to determine the orientation 

of the testbed by processing the sensor data inside the on-

board microcontroller.  

 A microcontroller: The microcontroller calculated the 

Pitch, Roll and Yaw orientation data.   

 A Radio Frequency (RF) transceiver module: a pair of 

XBee Pro S1 RF transceivers are used to serially transfer 

the orientation data to a computer,  

 Computer: This can be any recent desktop/laptop model 

that hosts and maps the real-time manoeuvre onto the 

running VE. 

 

Figure 2. The hardware design 

3 Sensor Fusion 

Although gyroscopes or accelerometers individually calculate 

the orientation of rigid bodies, however, over time:  

 Gyroscopes drift, resulting in error accumulation and the 

inaccuracies in the final output values; and  

 Accelerometers provide fairly reliable output data, 

however, they are prone to noise distortion, thus give noisy 

output signals that affect precision. Furthermore, since 

accelerometer rotations around the x-axis and y-axis are 

calculated in relation to the z axis, accelerometers cannot 

be used to calculate the rotation around the z axis. 

Therefore, IMUs (Attitude and Heading Reference System, 

AHRS) used to determine the orientation and heading of a 

UAV can comprise of different combinations of 

accelerometers, gyroscopes, magnetometers and Global 

Positioning System (GPS) modules. The IMU used in this 

study consists of tri-axes accelerometer, gyroscope and 

magnetometer. Figure 3 shows the IMU data acquisition 

process. 
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Figure 3. The process of IMU data acquisition 

In this research, the Premerlani and Bizard approach is 

adopted, using the Direction Cosine Matrix (DCM) to 

calculate corrected sensors data by correcting the gyro drift 

through the accelerometer value and determine the heading 

using the magnetometer [9]. The approach is based on a 

modified version of the Robert Mahony’s complimentary 
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filter design and incorporates sensor fusion into the hardware 

architecture [10]. The filter uses the rotation matrices that 

describe the orientation of one coordinate system with respect 

to another, as shown in Figure 4.  

 

Figure 4. Earth and body frame of references 

4 Direction Cosine Matrix 

Vectors such as accelerations, velocities, translations and 

directions can be transformed from one frame of reference to 

another by multiplying them with a 3x3 matrix. Here, we are 

mainly concerned with the UAV body frame of reference and 

the earth frame of reference. The transformation between the 

two frames maybe explained by considering the following 

vectors:  
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The Euler angles are related to the direction cosine matrix as 

follows: 
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Equation (1) is the direction cosines of the rotation vector, 

measured in the body frame of reference with respect to the 

earth frame of reference. Equation (2) describes the same 

situation in terms of Euler angles. To sum up the previous 

information, equation 1 can be restated as follows: 
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Since the rate of change of a rotating vector due to its rotation 

is given by: 
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If the initial conditions of a rotation vector are known, along 

with its time history, equation 3 can be numerically integrated 

to track the rotating vector: 

   
0

0 (τ) r(τ)

t

t d   θr r  (5) 

Since in the OFOR, the EF of rotating equal and opposite to 

the rotation of the object in the EFOR, the earth axes can be 

tracked as seen in the OF by flipping the sign of the gyro 

signals. For convenience, the sign can be flipped back and the 

factors in the cross product can be interchanged: 

0
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t
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Where,     is an earth axes,  viewed from the objectearthr t  

Taking the Mahony approach, equation 6 can be written back 

in its differential form. 
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Finally, the correction rotation rate that comes out of the 

proportional plus integral drift compensation feedback 

controller can be added to the gyro output, to produce the best 

estimate of the true rotation rate. 
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When we repeat equation 6 for each of the earth axes, the 

result can be put into a convenient matrix form: 
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Figure 5. Block diagram explaining the filter 

5 Filter Overview 

The filter (shown in Figure 5) considers the gyroscope sensor 

measurements as the primary source of data orientation due to 

its fairly accurate pitch and roll values. Accelerometer and 

magnetometer are used to calculate a reference vector which 

can be compared to the orientation vectors of the object in 

order to determine the object’s orientation with respect to the 

earth frame of reference. Since the gyro readings suffer from 

drift over time, the X and Y directions accelerometer readings 

can be used as a reference. The magnetometer is used to 

calculate the heading of the object. The pitch and roll readings 

obtained from the accelerometer coupled with the yaw 

reading from the magnetometer are used to calculate a 

correction matrix. The algorithm, later on, uses a proportional 

plus integral feedback controller on the correction matrix to 

compensate for the gyro drift. 

The corrected gyro readings denoted by ω, are then fed to the 

“Normalisation and Kinematics” block which converts the 

vectors in the rotation matrix to unit vectors before calculating 

the kinematics. Once this is accomplished, the gyroscope 

along with the previous rotation matrix is used to calculate the 

current rotation matrix (R matrix) by using equation 9. 

Finally, the Euler angles are calculated from the updated 

rotation matrix.  

6 Data Transmission 

The hardware is connected to the VE through a RF link using 

a pair of XBee modules [11]. The XBee modules transmit and 

receive data, based on the source and destination addresses 

programmed into its firmware, using the XCTU software 

provided by Digi, Figure 6. Once the firmware is programmed 

and the baud rate of the RF modules matches that of the serial 

port of the microcontroller, the data can be transmitted 

wirelessly from the hardware circuit to the computer 

containing the VE. 

Once the data is received by the RF module (that is connected 

to the computer), the VE can parse the IMU data by reading 

the serial port that can be configured inside its Graphical User 

Interface (GUI). By default, the data will only be parsed 

properly if the serial data stream coming from the hardware 

follows a certain sequence. However, if the data sequence 

from the hardware is not correct, this problem can be 

corrected by modifying the data parsing sequence inside the 

virtual environment. By default, the virtual environment 

accepts Roll, Yaw and Pitch value separated by a comma. An 

example of serial data stream can be seen in the Figure 7. 

 

Figure 6. XBee module firmware information in XCTU 

 

Figure 7. Sensor data obtained from the IMU observed 

through serial monitor of the Arduino IDE 

 

7 Hardware-Software Integration 

The GUI of the virtual environment provides the user with 

connectivity options such as Port selection and 

enabling/disabling hardware connection. A simplified version 

of the system architecture of the virtual environment is shown 

in Figure 8.  

Once the hardware is properly set up, the orientation data 

calculated by the microcontroller using sensor fusion, which 

is transmitted to the computer via the RF modules. On the 

software side, once a map is generated (either built using the 

build menu or imported), and the COM port settings are 

configured (in the options menu), the user may enters the 

“Navigate” mode and starts navigating the UAV through the 

VE after pressing the “connect” button. This opens the COM 
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port allowing serial data stream to enter the software, where it 

is interpreted and converted into Euler angles (roll, yaw and 

pitch rotation) of the virtual UAV inside the VE. As the IMU 

is rotated around, the orientation of the virtual UAV is 

updated in real-time, giving the user direct control over the 

flight of the UAV.  

 
Figure 8. Virtual environment GUI  

The authors in [12] give a full account of the virtual 

environment development and hardware navigation within the 

environment. During navigation, real-time data exchange 

between the hardware and the virtual environment takes place, 

as shown in Figure 9. 

 

Figure 9. UAV navigation inside the virtual environment 

8 Conclusion 

The concept of real-time UAV navigation inside a VE was 

introduced. The paper mainly focused on the implemented 

hardware and explained the different mechanisms used to 

read, interpret and apply the data acquired from the sensors 

and incorporate in the virtual environment. 

The hardware was simplified with the view that it can easily 

be modified so that it is easily integrated with various testbed 

designs. The circuit has very low power consumption with 

real-time data transfer ability.  

The study focused on the prospect of rapid prototyping and 

efficiency to hardware and software development. The fact 

that a custom built VE was used, opens up new future 

possibilities, as it will be easier to modify and improve the 

software according to researchers needs. 
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